
Math 1553 Worksheet §4.1 - §5.1

Solutions

1. Let A=







7 1 4 1
−1 0 0 6

9 0 2 3
0 0 0 −1







a) Compute det(A).

b) Compute det(A−1) without doing any more work.

c) Compute det((AT )5) without doing any more work.

d) Find the volume of the parallelepiped formed by the columns of A.

Solution.

a) The second column has three zeros, so we expand by cofactors:

det







7 1 4 1
−1 0 0 6

9 0 2 3
0 0 0 −1






= −det

 −1 0 6
9 2 3
0 0 −1

!

Now we expand the second column by cofactors again:

· · ·= −2det
�

−1 6
0 −1

�

= (−2)(−1)(−1) = −2.

b) From our notes, we know det(A−1) =
1

det(A)
= −

1
2

.

c) det(AT ) = det(A) = −2. By the multiplicative property of determinants, if B is
any n× n matrix, then det(Bn) = (det B)n, so

det((AT )5) = (det AT )5 = (−2)5 = −32.

d) Volume of the parallelepiped is |det(A)|= 2

2. Let A be an n× n matrix. If det(A) = 1 and c is a scalar, what is det(cA)?

Solution.
By the properties of the determinant, scaling one row by c multiplies the determi-
nant by c. When we take cA for an n× n matrix A, we are multiplying each row by
c. This multiplies the determinant by c a total of n times. Thus, if A is n× n and
det(A) = 1, then

det(cA) = cn det(A) = cn(1) = cn.

3. In what follows, T is a linear transformation with matrix A. Find the eigenvectors
and eigenvalues of A without doing any matrix calculations. (Draw a picture!)

a) T : R3→ R3 that projects vectors onto the xz-plane in R3.
1
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b) T : R2→ R2 that reflects vectors over the line y = 2x in R2.

Solution.

a) Here is a picture:

T (x , y, z) = (x , 0, z), so T fixes every vector in the xz-plane and destroys ev-
ery vector of the form (0, a, 0) with a real. Therefore, λ = 1 and λ = 0 are
eigenvalues and in fact they are the only eigenvalues since their combined
eigenvectors span all of R3.

The eigenvectors for λ = 1 are all vectors of the form

 

x
0
z

!

where at least

one of x and z is nonzero, and the eigenvectors for λ= 0 are all vectors of the

form

 

0
y
0

!

where y ̸= 0. In other words:

The 1-eigenspace consists of all vectors in Span

( 

1
0
0

!

,

 

0
0
1

!)

, while the 0-

eigenspace consists of all vectors in Span

( 

0
1
0

!)

.

b) Here is the picture:
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T fixes every vector along the line y = 2x , so λ= 1 is an eigenvalue and its

eigenvectors are all vectors
�

t
2t

�

where t ̸= 0.

T flips every vector along the line perpendicular to y = 2x , which is y = −1
2 x

(for example, T (−2,1) = (2,−1)). Therefore, λ= −1 is an eigenvalue and its

eigenvectors are all vectors of the form
�

s
−1

2s

�

where s ̸= 0.

4. True or false. If the statement is always true, answer true and justify why it is true.
Otherwise, answer false and give an example that shows it is false. In every case,
assume that A is an n× n matrix.

a) The number λ is an eigenvalue of A if and only if there is a nonzero solution
to the equation (A−λI)x = 0.

b) If A is invertible and 2 is an eigenvalue of A, then
1
2

is an eigenvalue of A−1.

c) If Nul(A) has dimension at least 1, then 0 is an eigenvalue of A and Nul(A) is
the 0-eigenspace of A.

Solution.

a) True.

(A−λI)x = 0 ⇐⇒ Ax −λx = 0 ⇐⇒ Ax = λx .

Therefore, (A− λI)x = 0 has a nonzero solution if and only if Ax = λx has a
nonzero solution, which is to say that λ is an eigenvalue of A.

b) True. Let v be an eigenvector corresponding to the eigenvalue 2.

Av = 2v =⇒ A−1Av = A−1(2v) =⇒ v = 2A−1v =⇒
1
2

v = A−1v.
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Therefore, v is an eigenvector of A−1 corresponding to the eigenvalue
1
2

.

c) True. For every v in Nul A, we have Av = 0v. If v ̸= 0, this is exactly the
definition of v being an eigenvector corresponding to the eigenvalue 0. If Nul A
has dimension at least 1, then infinitely many nonzero vectors satisfy Av = 0,
so 0 is an eigenvalue of A (and every nonzero vector v satisfying Av = 0 is an
eigenvector of A) and Nul A is the 0-eigenspace of A.


