Math 1553 Worksheet §3.4
Solutions

1. IfAisa3 x5 matrix and B is a 3 x 2 matrix, which of the following are defined?
a) A—B

b) AB

c) A’B

d) A2

e) A+1I;

f) BT,
Solution.

Only (c) and (f).

a) A— B is nonsense. In order for A— B to be defined, A and B need to have the
same number or rows and same number of columns.

b) AB is undefined since the number of columns of A does not equal the number
of rows of B.

c¢) ATis5x3and Bis3x2,s0ATBis a5 x 2 matrix.

d) A? is nonsense (can’t multiply 3 x 5 with another 3 x 5).

e) Ais 3 x5 and I is 5 x 5. Therefore, A+ I; is not defined.

f) BT is 2x 3 and I, is 3 x 3. Therefore, B' I, is defined (in fact, it is equal to BT).



2 SOLUTIONS

Suppose A is an m x n matrix and B is an n x m matrix. Select all correct answers
from the box. It is possible to have more than one correct answer.

a) Suppose x is in R™. Then ABx must be in:
Col(A), Nul(A), Col(B), Nul(B)

b) If m > n, then columns of AB could be linearly | independent, dependent

¢) If m > n, then columns of BA could be linearly | independent, dependent

d) If m > n and Ax = 0 has nontrivial solutions, then columns of BA could be
linearly | independent, dependent

Solution.

Recall, AB can be computed as A multiplying every column of B. That is AB =
(Ab1 Ab, ---Abm) where B = (bl b, ---bm).

a) | Col(A) | Note Bx is a vector in R" and ABx = A(Bx) is multiplying A with a

vector in R". Therefore, ABx is a linear combination of the columns of A, so
ABx must be in Col(A).

b) | dependent |. The fact m > n means A has at most n pivots, so dim(Col(A)) <

n. From part (a) we know that every vector of the form ABx is in Col(A), which
has dimension at most n. This means AB can have at most n pivots. But AB is
an m x m matrix and m > n, so the columns of AB must be dependent.

¢) | independent,dependent | Both are possible. Since m > n, we know that

each of A and B can have at most n pivots. The product BA is n X n, so it is
possible (though not guaranteed) for BA to have a pivot in each column. For

example,
1 0
1 00 10
( é),B_(O 0 ©).hensa=(2 ©)

1 0
1 00 1 0
( 8),3_(0 O ahenma=(} 9)

d) | dependent |. Let v be a nontrivial solution to Ax = 0. Then v is also a non-

trivial solution of BAx = 0 since

BAv = B(Av) =B(0)=0.
That means BAx = 0 has a non-trivial solution, so the columns of BA must be
linearly dependent.

In this problem, we made some observations, such as the following.
e Col(AB) is a subset of Col(A).
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e Nul(A) is a subset of Nul(BA) since if Ax = 0 then BAx = B(Ax) = B(0) = 0.
True or false. Answer true if the statement is always true. Otherwise, answer false.

a) If A, B, and C are nonzero 2 x 2 matrices satisfying BA= CA, then B =C.

b) Suppose Ais an 4 x 3 matrix whose associated transformation T (x) = Ax is not
one-to-one. Then there must be a 3 x 3 matrix B which is not the zero matrix
and satisfies AB = 0.

Solution.

a) False. This question was essentially taken from the “Warnings" slide of the 3.4
PDF slides.

00 00 10 00
TakeA:(O 1),32(0 1),andC:(0 1). ThenBAz(O 1)and

0 0
BC—(O 1),butB#C.

b) True. If T is not one-to-one then there is a non-zero vector v in R3 so that

Av =

[eoNeNelNe]

I
The 3 x 3 matrix B = (v % v) satisfies
[ ] |
[ .
AB=| Av Ay Av | =
[

o O OO
o O OO
oS O oo



4 SOLUTIONS

4. Consider the following linear transformations:

T:R>— R?* T projects onto the xy-plane, forgetting the z-coordinate
U:R?>— R? U rotates clockwise by 90°
V:R*— R? V scales the x-direction by a factor of 2.

Let A, B, C be the matrices for T, U, V, respectively.
a) Write A, B, and C.

b) Compute the matrix for UoV o T.

¢) Describe U™ and V™!, and compute their matrices.
If you have not yet seen inverse matrices in lecture, describe geometrically the

transformation U~! that would “undo" U in the sense that (U} o U) (;) =

(;) Now, do the same for V.

Solution.
a) We plug in the unit coordinate vectors:

Q) () reo-l) = o223
Ule,) = (_01) U(e,) = (é) — ( )
V(ey) = (g) V(ey) = ((1)) — C= (0 ; )

b) By associativity, we can put the parentheses wherever we wish in computing
the product BCA (though we cannot change the order of B, C, and A!):

)

BCA = B(CA) = (BC)A= (_02 h 8).

¢) Intuitively, if we wish to “undo" U, we can imagine that (;C/) To do this,

we need to rotate it 90° counterclockwise. Therefore, U™! is counterclockwise
rotation by 90°.

Similarly, to undo the transformation V that scales the x-direction by 2, we
need to scale the x-direction by 1/2, so V™! scales the x-direction by a factor
of 1/2.

Their matrices are, respectively,

7=l 0)=(1 o)

i1 10\ (1/2 0
"~ 92.1—0-0\0 2/ L 0 1)

and



